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• https://coronavirus.jhu.edu/map.html
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Overview

• COVID-19 confirmed cases have 
been increased  but not doubled 
since our last meeting 



In the case of Italy:

R1 = (147-115)/(115-80) = 0.91 < 1
R2 = (172-147)/(147-115)=
.78 < 0.91 < 1

USA:
US_R0 = (245-86)/(86-0.5) =
1.97
US_R1 = (475-245)/(245-86)
=1.44
US_R2 = (672-457)/ (475-245)
0.85 <1











Today: Overview 

• https://math189covid19.github.io/

Today: 
1. Time series data
2. Markov Chains
3. HMM

Recall:  Last time, we covered 
1. NMF (Non-negative Matrix 

Factorization)
2. LSA (Latent Semantic Analysis)

https://math189covid19.github.io/


What is a Time series (data)?
• A time series is a series of data points 

indexed (or listed or graphed) 
in time order. 

• Most commonly, a time series is a 
sequence taken at successive equally 
spaced points in time. 

• Thus it is a sequence of discrete-
time data.

This dataset is 
monthly and has 
nine years, or 108 
observations. In 
our testing, will use 
the last year, or 12 
observations, as 
the test set.
https://raw.githubusercontent.com/jbrownlee/Datasets/master/monthly car-sales.csv

https://raw.githubusercontent.com/jbrownlee/Datasets/master/monthly-car-sales.csv




Stock data is time series data



Task example: Find patterns in stock time series data



Markov Chains

• Well known example: predict weather
In our simplified universe, the weather can only 
be in one of 2 possible states, “sunny” or “rainy”.
• The catch (in the context of Markov chains) is 

that the probability of it being sunny or 
rainy tomorrow, depends on whether it is sunny 
or rainy today.

• We’ll derive these probabilities from past data, 
and construct a transition matrix.



Using the historic data to build a 
transition matrix

• Here we use 7 days of historical data on which 
to “train” our Markov chain. The days are: 
[rain, sun, rain, sun, rain, rain, sun]

https://towardsdatascience.com/predicting-the-weather-with-markov-chains-a34735f0c4df

https://towardsdatascience.com/predicting-the-weather-with-markov-chains-a34735f0c4df
















Suppose we get the transition matrix 
with lots lots of data

• Say The matrix P represents the 
weather model in which a sunny 
day is 90% likely to be followed 
by another sunny day, and a 
rainy day is 50% likely to be 
followed by another rainy 
day. The columns can be labelled 
"sunny" and "rainy", and the rows 
can be labelled in the same 
order.



Definition: stochastic matrix



Predicting the weather



Iterative process







Similarly you can use Markov Chains to predict stock trends

• https://en.wikipedia.org/wiki/Examples_of_Markov_chains

https://en.wikipedia.org/wiki/Examples_of_Markov_chains


Exercise

• Please write out the stochastic matrix using 
the above graph (called a probability graphic 
model).



In real life modeling, often the 
situation is much more complicated

• We need to consider global economic 
environment.  

• There are a lot of hidden things which are not 
directly observable. 



Study two examples on Wikipedia 
https://en.wikipedia.org/wiki/Hidden_Markov_model

https://en.wikipedia.org/wiki/Hidden_Markov_model


Hidden Markov Models
• Look an example on Wikipedia: 

https://en.wikipedia.org/wiki/Hidden_Markov
_model

A = (aij)  
= Transition Matrix

B = (bkl) 
= Emission Matrix.

https://en.wikipedia.org/wiki/Hidden_Markov_model


Hidden Markov Models

• Work out details with students on iPAD.
• Please see the detailed notes of HMM that I 

sent to you in email.



HMM is a typical example of a 
Probabilistic Graphical Model

• What is a probabilistic 
Graphical Model?

• A probabilistic graphical 
model (PGM) is a probabilistic 
model for which 
a graph expresses 
the conditional 
dependence structure 
between random variables. 
They are commonly used 
in probability 
theory, statistics—
particularly Bayesian 
statistics—and machine 
learning.

An example of a graphical model. 
Each arrow indicates a 
dependency. In this example: D 
depends on A, B, and C; and C 
depends on B and D; whereas A 
and B are each independent.Recall: F: X à Y. 

We say Y is a function of X, i.e. Y depends on X.  
Note: the arrow starts from X and ends on Y. Note: there are 3 arrows starts from A, B, C and 

ends on D.  This means D depends on A, B, and 
C.

https://en.wikipedia.org/wiki/Probabilistic_model
https://en.wikipedia.org/wiki/Graph_(discrete_mathematics)
https://en.wikipedia.org/wiki/Conditional_dependence
https://en.wikipedia.org/wiki/Random_variable
https://en.wikipedia.org/wiki/Probability_theory
https://en.wikipedia.org/wiki/Statistics
https://en.wikipedia.org/wiki/Bayesian_statistics
https://en.wikipedia.org/wiki/Machine_learning


Why using Probabilistic Graphical 
Models

• Generally, probabilistic graphical models use a 
graph-based representation as the foundation 
for encoding a distribution over a multi-
dimensional space and a graph that is a 
compact or factorized representation of a set 
of independences that hold in the specific 
distribution.

https://en.wikipedia.org/wiki/Factor_graph


Recall: Chain rule for random 
variables



Recall: Probability Chain Rule for 
Events



HMM is a typical example of 
Directed Acyclic Graph (DAG)

• A DAG  is a finite directed 
graph with no directed cycles. 
That is, it consists of finitely 
many vertices and edges (also 
called arcs), with each edge 
directed from one vertex to 
another, such that there is no 
way to start at any vertex v and 
follow a consistently-directed 
sequence of edges that 
eventually loops back to v again. 
Equivalently, a DAG is a directed 
graph that has a topological 
ordering, a sequence of the 
vertices such that every edge is 
directed from earlier to later in 
the sequence. 

https://en.wikipedia.org/wiki/Directed_graph
https://en.wikipedia.org/wiki/Cycle_graph
https://en.wikipedia.org/wiki/Vertex_(graph_theory)
https://en.wikipedia.org/wiki/Edge_(graph_theory)
https://en.wikipedia.org/wiki/Topological_ordering


There are many applications of DAG: 
Radar and Aircraft Control



HMM and Directed Acyclic Graphical 
(DAG) Prob. Models



Note:  Also can factor into 
blocks

We will work out an example on HMM using iPAD on how to factor into blocks after the slides.  



Review of Independence



Review of Independence



Conditional Independence



Extra Conditional Independences in 
Markov Chains



DAGs and Conditional Independence



D-Separation: From Graphs to Conditional Independence



D-Separation as Genetic Inheritance



D-Separation as Genetic Inheritance



Hidden Markov Models

• Work out details with students on iPAD.
• Please see the detailed notes of HMM that I 

sent to you in email.






